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StackGAN++

GAN made some huge success in various tasks, but not good
on high quality image generation.
StackGAN++ consists of multiple generators and discriminators

In a tree-like structure; images at multiple scales corresponding
to the same scene are generated from different branches of the

tree.
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Generative Adversarial Network

GAN comprises a Generative model G and a Discriminator D that they are trained
alternatively to compete with each other.

= The generator G is optimized to reproduce the true data distribution pdata by generating images
that are difficult for the discriminator D to differentiate from real images.

= D is optimized to distinguish real images and synthetic images generated by G

n}_irn max V(D,G) = Eypana log D(z)] +
. [log(1 — D(G(2)))],

where x is a real image from the true data distribution pdata, and z is a noise vector sampled
from distribution pz (e.g., uniform or Gaussian distribution).

Conditional GAN is an extension of GAN where both the generator and discriminator
receive additional conditioning variables c, yielding G(z,c) and D(x,c).
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Task

Description: Generate images with text t.
Dataset: CUB, Oxford-102 and MS COCO.

Requirement: Generated images should be real and match with
given context.
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StackGAN-v2
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Fig. 2: The overall framework of our proposed StackGAN-v2 for the conditional image synthesis task. ¢ is the vector of conditioning variables
which can be computed from the class label, the text description, efc.. Ny, and N, are the numbers of channels of a tensor.
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Loss Function

Joint conditional and unconditional Discriminator
m The unconditional loss determines whether the image is real or fake

= The conditional one determines whether the image and the
condition match or not.

I, Discriminator:

1 1
Lp. = _E]Efci"“'pdatai [log D-,;(;E-,;)] — EEgimpGi [log(l — D,‘,(Si)] +

T

L. -
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unconditional loss

1 1
_EEmi”pdutai [log D;(xz;,c)] — §E3impgi [log(1l — D;(s;,¢)]-
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i, Generator:
La,
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Color-consistency regularization

Motivation: Generated images at different generators should share similar
basic structure and colors.

Let x, = (R,G,B)T represent a pixel in a generated image, then the mean and
covariance of pixels of the given image can be defined by #=>_, zx/N and

=3, (zx — )@ — p)T/N, Where N is the number of pixels in the image. The
color-consistency regularization term aims at minimizing the differences of u
and 2 between different scales to encourage the consistency, which is defined

as o
Loo= =3 (Mllug —pg IB+2xl=, -2y )

g=1

where n is the batch size, psji and 2sji are mean and covariance for the
jth sample generated by the ith generator.

Loss function of the ith generator: Ly, = Lo, + a * Lg,
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Performance

Metric Dataset | GAN-INT-CLS GAWWN Our StackGAN-vl | Ouwr StackGAN-v2
Inception CUB 2.88 + .04 3.62 + .07 3.70 + .04 4,04 + .05
score Oxford 2.66 + .03 ] 3.20 + .01 /

COCO 7.88 + .07 / 8.45 + .03 1/
Human CUB 2.81 + .03 1.99 + .04 1.37 + .02 /
rank Oxford 1.87 £+ .03 / 1.13 £ .03 /

COCO 1.89 + .04 / 1.11 £+ .03 /

TABLE 2: Inception scores and average human ranks of our StackGAN-v1, StackGAN-v2, GAWWN [29], and GAN-INT-CLS [31] on CUB,
Oxford-102, and MS-COCO datasets.

This flower is This flower has  This flower is

This flower has  pink, white, petals that are white and Eggs fruit A street sign
Text a lot of small and yellow in dark pink with  yellowin color, A group of candy nuts on a stoplight
description purple petals in  color, and has white edges with petals that A picture of a peopleonskis  and meat pole in the
a dome-like petals that are and pink are wavy and very clean stand in the served on middle of a

configuration striped stamen smooth living room snow white dish day

64x64
GAN-INT-CLS

256x256
StackGAN-v1

Fig. 4: Example results by our StackGAN-vl and GAN-INT-CLS [11] conditioned on text descriptions from Oxford-102 test set (leftmost
four columns) and COCO validation set (rightmost four columns).
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Performance

Model branch (4 branch G'o branch G'3 JCU | inception score
StackGAN-v2 64 x 64 128 % 128 256 x256 yes 4.04 + .05
StackGAN-v2-no-JCU 64 x64 128 x 128 256 %256 no 3.77 + .04
StackGAN-v2-(i'3 removed removed 256 X256 yes 349 + .04
StackGAN-v2-3(/3 removed removed three 256 X256 yes 322 + .02
StackGAN-v2-all256 256 %256 256 %256 256 %256 yes 2.89 + .02

TABLE 4: Inception scores by our StackGAN-v2 and its baseline models on CUB test set. “JCU” means using the proposed discriminator
that jointly approximates conditional and unconditional distributions.

(a) StackGAN-v2-all256 (b) StackGAN-v2-G'3 (c) StackGAN-v2-3Gs (d) StackGAN-v2

This black and white and grey bird has a black bandit marking around it’s eyes
- v 2

(¢) StackGAN-v2-all256 (f) StackGAN-v2-Gi'3 (g) StackGAN-v2-no-JCU (h) StackGAN-v2
Fig. 13: Example images generated by the StackGAN-v2 and its baseline models on LSUN bedroom (top) and CUB (bottom) datasets.
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