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Background

• What are the applications?
• Network monitoring and traffic engineering

• Business: credit card transaction flows

• Telecommunication call records

• Challenges?
• Infinite length

• Concept drift

several years later several years later
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Previous works and general framework

• Drift Detection Method (DDM)

• error monitor + hypothesis testing

New data in the stream 
to be classified

Make a prediction using 
current classifier

Make a decision on the 
occurence of drift

Relearn a classifier is 
drift is found

EDDM

STEPD

DDM-OCI …

Only single 
statistic is 
evaluated and 
tracked.

Gama, Joao, Pedro 

Medas, Gladys Castillo, 

and Pedro Rodrigues. 

"Learning with drift 

detection." In Brazilian 

Symposium on Artificial 

Intelligence, pp. 286-

295. Springer Berlin 

Heidelberg, 2004.



Hierarchical Hypothesis Testing (HLFR) 

Framework

• Hierarchical Hypothesis Testing (HHT) framework
• HHT features two layers of hypothesis test: Layer-I outputs 

potential drift points, Layer-II reduce false alarms

• Hierarchical Linear Four Rates (HLFR) is developed under 
HHT framework

Layer-I Hypothesis 
Testing

Layer-II Hypothesis 
Testing

Hierarchical Hypothesis Testing 
Architecture

Potential Detection / 
Information of drift

Confirm Detection / 
Restart the testing

Detection 
Results / 

Classifier 
update



Hierarchical Linear Four Rates (HLFR) 

Algorithm

• Layer-I test: Linear Four Rates (LFR) test

Predict

True
0 1

0 TN FN
NPV=

TN/(TN+FV)

1 FP TP
PPV=

TP/(FV+TP)

TNR=
TN/(TN+FP)

TPR=
TP/(FN+TP)

Monitor four rates (i.e., positive predictive rate, negative predictive 
rate, true positive rate and true negative rate) associated with the 
confusion matrix and ALARM loudly if there is any significant change.

geometrically weighted sum of 

Bernoulli random variables



• Layer-II test: permutation test

{Xt-2,yt-2}

{Xt-1,yt-1}

{Xt-N,yt-N}

...
{Xt+2,yt+2}

{Xt+1,yt+1}

{Xt+N,yt+N}

...

{Xt-1,yt-1}
{Xt-2,yt-2}

{Xt-6,yt-6}
{Xt-N,yt-N}

{Xt+3,yt+3}
{Xt+100,yt+100}{Xt+N,yt+N} ...

...

Merge samples

Resampling

{X?,y?} ...

{X?,y?} ...

f
zero-one loss: e

f1 f2 f3 fP

e1 e2 e3
eP

...

{X?,y?} ...

{X?,y?} ...

{X?,y?} ...

{X?,y?} ...

{X?,y?} ...

{X?,y?} ...

H0: false decision

HA: true decision

Hierarchical Linear Four Rates (HLFR) 

Algorithm



Conclusions

• A novel Hierarchical Hypothesis Testing (HHT) framework is 
developed for concept drift detection.

• Hierarchical Linear Four Rates (HLFR) is designed under 
HHT framework

• HLFR significantly outperforms benchmark approaches in 
terms of accuracy, G-mean, recall, delay of detection.

• Perfect? No!

• Let us continue …



methods and applications

Concept drift detection in the 

context of expensive labels:
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Recall the general framework

• General framework
• “indicator” monitoring 

+ hypothesis test

• State of the art
• Supervised 

+ re-training strategy
• HLFR, STEPD, etc.

• Unsupervised 

+ active training strategy
• MD3, CDBD, etc.

• Limitations and motivations
• Expensive labels --> Accurate detection with minimum labels

• Multi-class streaming data --> Explicit handle multi-class 
scenario

New data in 
the stream to 
be classified

Make a 
prediction 

using current 
classifier

Make a 
decision on the 
occurrence of 

drift

Relearn a 
classifier if drift 

is found

𝐗𝑡  

𝑓  

𝑦 𝑡  

𝑓 𝑛𝑒𝑤  

A single indicator
is evaluated and 
tracked.

supervised indicator: classification error, confusion matrix, etc.
unsupervised indicator: margin density, classification score 
divergence, etc.



13

• A novel Hierarchical Hypothesis Testing (HHT) 
framework
• HHT features two layers of hypothesis test: Layer-I outputs 

potential drift points, Layer-II reduce false alarms

Layer-I Hypothesis Testing

Layer-II Hypothesis Testing

Hierarchical Hypothesis Testing 
Architecture

Potential Detection / 
Information of drift

Confirm Detection / 
Restart the testing

Detection Results / 

Classifier update

{      }

{     }

Unsupervised 
manner

Labels request

𝐗𝑡  

y𝑡  

Our methods
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Our methods
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Set A Set B

𝑓 𝐴  

𝑓 𝐵  

Set A U Set B 

Merge samples

H0: false decision
HA: true decision

Our methods
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Illustration of the one-dimensional Kolmogorov–
Smirnov (KS) statistic. Red and blue lines each 
correspond to an empirical distribution function, 
and the black arrow is the two-sample KS statistic.                       

.

Our methods
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Our methods

[1] Peacock, J. A. "Two-dimensional goodness-of-fit testing in astronomy."  

Monthly Notices of the Royal Astronomical Society, vol. 202, no. 3, pp: 615-627, 1983.
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• Public available data
• UG-2C-2D: Two Bi-dimensional unimodal Gaussian Classes
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The red columns denote the ground truth of drift points, the blue
columns represent the histogram of detected drift points generated 
from 100 Monte-Carlo simulations.

Our HHT methods (4th and 5th row) provide consistently superior 
performance than state-of-the-art unsupervised methods. Besides, it is 
interesting to find that HHT-UM is even better than the benchmark 
supervised method. 

supervised

unsupervised

HLFR

LFR

DDM

HHT-UM

HHT-AG

MD3

CDBD

Results
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Real applications
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Real applications
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• Analysis of encrypted wireless video stream
• In collaboration with New York University, Columbia University 

and Nokia Bell Labs.

• As the initial step, NYU identified the three buffer status to 
classify: Filling the Buffer (F) vs.  Steady (S) vs.  Draining the 
Buffer (D).

• However, when the network conditions is compromised, the 
buffer status could become “ugly”. It brings down the 
performance of classifiers.

Real applications
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• Analysis of encrypted wireless video stream
• Concept Drift: detect the “good” to “congested” drift of 

network condition, and apply a different classifier for a 
different network condition.

Real applications
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• Open toolbox to support various state-of-the-art 
concept drift detection methods
• 13 methods in total.

• Matlab and R

• 2019 Spring

• Improve Hoeffding’s inequality
• Relax i.i.d. assumption

Future work



Thank you!


